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Abstract

An important problem in the world of art historians is
determining the type of paper on which a photograph
is printed. One way to determine the paper type is to
capture a highly magnified image of the paper, then to
compare this image to a database of known paper im-
ages. Traditionally, this process is carried out by a hu-
man and is generally time-intensive. Here we propose
an automated solution to this problem, using wavelet
decomposition techniques from image processing, as
well as metric learning from the machine learning area.
We show, on a collection of real-world images of pho-
tographic paper, that the use of machine learning tech-
niques produces a much better solution than image pro-
cessing alone.

Introduction

One of the most basic determinations an art historian must
make about an unknown photographic print is the date it
was printed. Often, the date a print was made can deter-
mine whether it is a valuable work of art or a less valuable
reproduction.

A reasonably accurate determination of the age of a pho-
tographic print can often be made if one knows the type of
paper on which it is printed. This information, however, can
often be difficult to obtain. One way to make this deter-
mination is to capture an image of the paper at very high
magnification. Such an image reveals microscopic details of
the paper that can be very different depending on the manu-
facturing process and final attributes of the paper.

In the past, this search was conducted by a human, who
would manually compare the high magnification image of
the unknown, or “query” paper to that of all known, or “tar-
get” papers. The human would then rank the known papers
in order of visual similarity, and use other factors to deter-
mine the correct paper from this ranked list. Because there
are many types of photographic paper (at least in the thou-
sands), this would often take considerable time, especially if
the database was particularly comprehensive.

To alleviate this problem, we propose a solution inspired
by machine learning and image processing. In the image
processing step, we reduce each image to a vector of features
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sufficient to discriminate between images. More specifi-
cally, we use a four-level wavelet decomposition (Akansu
and Haddad 1992) of each image, taking the L1 and L2

norms of each wavelet sub-band in the decomposition. This
turns each image into a vector v ∈ �n where n is the num-
ber of features. We show that this formulation of the feature
vector outperforms several other common feature vectors.

The machine learning step is using metric learning (Xing
et al. 2002) to learn a Mahalanobis distance that best in-
corporates our idea of “visual similarity” into the automated
retrieval process. The general idea is to mark certain pairs
of images as “similar” or “dissimilar”, then to use this in-
formation to learn a projection matrix. After projecting the
images into the space implied by this matrix, the similar im-
ages will be closer together, and the dissimilar images will
be further apart. If we are then presented with a new query
paper, we can perform the wavelet decomposition, multiply
the resulting vector by the projection matrix, and compute
the distance from the query paper to each target in the pro-
jected space. The distances to each target imply a similarity
ranking of targets with respect to the given query.

The rest of this paper is organized as follows: We will
first describe our feature extraction process, briefly review-
ing wavelet transformations and generalized Gaussian den-
sities. The following section reviews metric learning and
ranking algorithms. We then show experimental results on
a real-world database of photographic papers, and provide
some concluding analysis.

Feature Extraction for Texture Recognition

The problem we have described is known in the image pro-
cessing literature as texture recognition (Do and Vetterli
2002). While our version of the problem shares some quali-
ties with the versions described in the literature, our version
also has two important differences:

1. In the traditional instance of the problem, the number of
possible textures is relatively small (say, < 30). In our
version, this number is equal to the number of known pho-
tographic papers in our database, which could number in
the thousands or more.

2. An “answer” to the traditional version of the problem con-
sists of a single texture. That is, given a query image, we
return the predicted texture. In our version, we would
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Figure 3: Examples of queries with similar targets returned
by the constructed system.

We highlight two important messages in our results: First,
as shown in previous work (Do and Vetterli 2002) wavelet-
based feature functions are the best choice for this applica-
tion, performing better than gray-level histograms and sim-
ple visual vocabularies, but the method of summarization of
the wavelet sub-bands is important. Using too many values
to summarize, such as gray-level histograms for each sub-
band, overwhelms the system with irrelevant features. Fit-
ting a Gaussian to the coefficients of each sub-band, either
generalized or not, appears to be a good choice.

Second, learning a full-rank Mahalanobis matrix, using
metric learning, nearly always outperforms learning a sim-
ple weight vector, but again the choice of learning algorithm
is important. RCA, DCA, and LMNN all seem to do well
under certain feature sets. If a linear weight vector must be
learned (e.g., in applications where the feature space is large
or speed is a priority), SVM-MAP is able to optimize its tar-
get criteria (mean average precision) more effectively than
other linear learning methods.

Currently, we are attempting to combine several of our
best performing models into a single, better model. We have
experimented with different types of model fusion, and re-
sults so far are promising, giving mean average precision of
0.8 in early tests.

Finally, those in the image processing area may object to
using the mean (or L1 norm) of all pixel values in the final
smoothed image as a feature for our model, as this feature
could be drastically influenced by light level in the surround-
ing area. While this is true, our images are taken in condi-
tions where the external light level is highly controlled. In
this case, the L1 norm becomes a useful, non-misleading
feature. In cases where light levels are more variable, the α,
β feature set may be a better choice.
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